Dimensions for automatic interpretation of approximate numerical expressions: An empirical study
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ABSTRACT
Imprecise numerical expressions, such as “about 100 meters”, are pervasive in natural language. Mobile robotics, Geographic Information Systems, intelligent personal assistants as well as database querying applications are required to automatically and accurately interpret such expressions, called Approximate Numerical Expressions (ANE). The main challenge is to determine their numerical boundaries that sound plausible to users. The aim of this paper is to provide guidelines to interpret ANEs that are independent from the domain and the formal representations. We identified three arithmetical properties and examined their involvement in ANE interpretation as intervals of denoted values. The implicit assumption of symmetry of the intervals was also tested. To do so, 146 participants were asked to provide the intervals corresponding to 24 ANEs in a semantically neutral context. Results suggest that the properties of ANEs we identified are key factors in their interpretation while symmetry is not always maintained. This study contributes towards an understanding of how users process ANEs and its results can be used to improve intelligent interfaces that lead to better users’ satisfaction and natural interaction between him/her and the system.
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INTRODUCTION
Communication between human beings, in daily life, is rarely precise but rather vague [12]. Let’s consider the example of a walker asking his/her way to someone. The latter may answer him/her using an Approximate Numerical Expression (ANE): “Walk for about 100 meters and turn on your right”. Although the information conveyed by the ANE “about 100 meters” is imprecise, the walker will intuitively know which street is the correct one. Information systems do not work this way: they process precise information and, in the former example, the range of acceptable values to choose the street needs to be set.

While intelligent systems whose interaction mode relies on natural language become pervasive in daily life, interpreting such imprecise expressions remains a challenging issue. Application domains include robotics, database querying, such as Geographic Information Systems [2, 7] (e.g., looking for an area whose surface is about 1000m²), expert systems, such as the medical ones [24] (e.g., representing the information of a patient saying s/he has fever since approximately one week), or intelligent personal assistants, such as Apple Siri or Microsoft Cortana. These assistants may already embed ANE interpretation algorithms. However, either their underlying models are intuitively designed by engineers, or they are based on existing models [8, 13, 20, 22] that to the best of our knowledge have never been empirically tested with respect to the users’ expectations.

The goal of this paper is thus to provide guidelines to design ANE interpretation models that are both anchored on psycholinguistics knowledge and proved to be consistent with the existing formal representations. By jointly taking into account the way the user represents ANEs as well as their mathematical formalism, our aim is to instill human empirical reasoning into intelligent systems so that their behavior will be smartly adapted to what is expected by the user with regards to imprecise queries. These guidelines are purposely meant to be domain independent in order to be potentially implementable into a wide spectrum of concrete applications requiring ANE interpretations.
Approximate Numerical Expressions (ANEs) are vague linguistic expressions of the general form “about $x$”, where $x$ is a number. Two elements can be distinguished in ANEs: (1) their semantic and pragmatic context and (2) their reference number. For instance in the expression “about 100 sheep”, the reference number is 100, the semantic context is what is counted or evaluated, i.e., sheep. The pragmatic context here is unknown (possibly a farmer wanting to buy sheep). These two aspects of an ANE may have different effects on its interpretation [15, 19, 22, 23]. Without ignoring the impact of the context, in this paper we will exclusively focus on the arithmetical dimensions of ANE reference numbers, as they are factors involved in every ANE and are not specific to any context.

So far, three formal representations have been proposed to model the imprecision conveyed by ANEs: intervals [13, 15, 20, 22], fuzzy numbers [14, 16] and probability distributions [8]. The aim of this work is to provide empirically validated guidelines that are general and may be applied in each of these three representations. More specifically, our goal is to highlight the role of three arithmetical dimensions (namely: granularity, magnitude and the last significant digit) of the reference number embedded in ANEs for the determination of the range of values their imprecision denotes. The results of a deep examination and formalization of such dimensions as factors aim at later enable us to characterize not only the interval endpoints, but possibly also the membership functions of fuzzy numbers and the probability distributions corresponding to ANEs of the two other approaches. In this paper, we will use the interval approach because, to our knowledge, it is the only one that has been used in the literature to estimate the imprecision conveyed by ANEs in human communication [13, 15, 20, 22]. This approach therefore allows a precise understanding of the arithmetical dimensions of ANE reference numbers involved in their interpretation.

This paper is structured as follow: to start, we first detail the rationale of using the interval formal approach rather than fuzzy numbers or probability distributions. Two interpretation models from the literature of ANEs as intervals are examined and their strength points and limitations are discussed. In order to complete the rationale of our contribution, the cognitive bases of number processing in human beings is also discussed. Then a formal definition of ANE dimensions is proposed and tested by means of data collected through an empirical study. The aim, the hypotheses, the material and methods used in the study are detailed. Our results about the relevance of the ANE dimensions involved in its interpretation are then presented and discussed with regard to their congruence with the human way of processing numbers and quantities. We conclude by presenting the limits and future implications of our main outcomes.

RELATED WORKS

Among the three formal approaches proposed in the literature to model the imprecision conveyed by ANEs, we focus on the interval approach. Two ANE interpretation models are presented: a linguistic theoretical model [13, 20, 22] and an empirical model [8].

ANEs are a specific kind of vague expressions, related to numerical values, named “imprecise expressions” by [23]. In the more general field of vague expressions, [15] introduced the notion of pragmatic halo, to formalize the vagueness denoted by such expressions. A pragmatic halo is defined as the union of the entity explicitly denoted and the set of entities belonging to the same semantic group, that are implicitly denoted. For instance, in the proposition “The distance between Berlin and Paris is about 900km”, the expression “about 900km” simultaneously denotes the exact distance, i.e., 900km, and a range of possible distances around the exact one, e.g., 850 to 950km.

From the point of view of logic, the truth value of a proposition including a vague expression is true if the actual entity, that may be unknown by the speaker, belongs to the pragmatic halo of the expression. For instance, the proposition “The distance between Berlin and Paris is about 900km” is true if the actual distance is 892km and the pragmatic halo of “about 900km” is the interval [850, 950]. On the contrary, the proposition is false if the actual value is beyond the pragmatic halo (e.g., 825km).

Pragmatic halos of vague expressions can be modified using different approximators, such as “about” or “roughly” [14]. Indeed, the pragmatic halo of “about 900km” may include a narrower range of distances than the one of “roughly 900km”. While “about” and “roughly” may convey symmetric pragmatic halos, i.e., centered around the reference number, other approximators may also affect their symmetry. For instance, the pragmatic halo of “at least 900km” may start at 900km and have no right endpoint.

On the basis of these former works, it can be posed that interpreting an ANE “about $x$” consists in estimating the pragmatic halo of the ANE, i.e., the range of values it denotes. The pragmatic halos of ANEs can then be represented as intervals and noted: $I(x) = [l^{-}(x), l^{+}(x)]$.

The main challenge when taking this point of view is then to find a way to identify, formalize and define relevant arithmetical dimensions as good predictors of the endpoints of intervals (i.e., the range of values denoted by “about $x$”) used for the ANE interpretation while also considering their plausibility from a human cognitive perspective.

In the next two subsections we present two models from the literature that propose relevant properties of ANEs and provide either theoretical or empirical approaches to estimate the intervals of values corresponding to pragmatic halos of ANEs. In a third subsection we present the cognitive bases of number representation in human beings as it is exposed in the cognitive psychology literature.
**Granularity and the scale-based approach**

From a linguistic and pragmatic point of view, the main assumption of language production is that speakers tend to produce the simplest expression in order to be understood [10, 18, 25]. Therefore, in the numerical expression framework, speakers tend to prefer round number ANEs rather than exact expressions to convey numerical information because of their simplicity [13]. For instance, if someone buys a piece of furniture 96 euros, s/he may say “it is worth about 100 euros”. The approximator “about” is used by the speaker to widen the range of values denoted by “100 euros”. In this case, the speaker prefers to give an approximation (“about 100 euros” rather than “96 euros”) because it is a simple numerical expression that conveys the order of magnitude of the actual value, which is the information s/he wants to convey to the hearer.

The simplicity of numerical expressions and their saliency can be formalized through a scale system [13]. A scale system is defined by a set of scales, expressing different granularity levels of measurement. In the temporal framework, for instance, the scale system can be, from the coarsest to the finest granularity: days, hours, half-hours, quarters of hours, minutes, etc. A numerical expression belonging to a coarser granularity level (e.g., “one hour”) is then considered as simple while a numerical expression belonging to a finer granularity level is considered as less simple (e.g., “one hour and a half”).

This pragmatic approach, proposed by [13], was further developed and formalized by [20] and [22] in the scale-based model of ANE interpretation. In their model each granularity level is represented as equidistant points on a line. The granularity is the distance between two points at the considered level. Formally, the scale system is defined as \( S = \{ s_1, \ldots, s_n \} \), where \( s_i \) is the \( i \)-th granularity level, and \( s_{i+1} > s_i \). A scale system is said optimal if \( s_{i+1} = a_i \cdot s_i \), where \( a_i \in \mathbb{N}^+ \) (e.g., the decimal system \( S = \{1, 10, 100, \ldots \} \), where \( \forall i, a_i = 10 \)). The set of granularity levels \( \text{Gran}(x) = \{ g_1, \ldots, g_n \} \) a number \( x \) belongs to, can be computed as:

\[
\text{Gran}(x) = \bigcup_{\{ s_i \in S \mid x \mod s_i = 0 \}} \{ s_i \}
\]

Consequently, a number can belong to several granularity levels. For instance, in the decimal system, the number 100 belongs to three granularity levels: 1, 10 and 100, while 112 belongs only to the 1 granularity level. The interval \( I_S(x) \) of values denoted by a numerical expression \( x \) depends on the considered granularity level \( i \). These denoted values are the ones closer to the reference number than to any other number on the considered granularity level \( g_i(x) \), formally:

\[
I_S(x) = \left[ x - \frac{g_i(x)}{2}, x + \frac{g_i(x)}{2} \right]
\]

The interpretation of a numerical expression can occur at any granularity it belongs to [22]. Let’s consider the example of 200. The granularity levels it belongs to in the decimal system are \( \text{Gran}(200) = \{1, 10, 100\} \). It is reasonable to think that its interpretation may occur either at the 10 granularity level, resulting in \( I_{10}(200) = [195, 205] \), or at the 100 level, resulting in \( I_{100}(200) = [150, 250] \).

Consequently, if as suggested by [15], approximators are used to modify the pragmatic halo of vague expressions, then in the particular case of numerical expressions, they are used by the speaker to explicitly convey the granularity level at which the interpretation should occur. In the case of ANEs, where the approximator is “about”, the coarsest granularity level \( \text{Gran}_c(x) \) is used [22]. Formally, \( \text{Gran}_c(x) \) is computed as:

\[
\text{Gran}_c(x) = \sup_{\{ s_i \in S \mid x \mod s_i = 0 \}} s_i
\]

The interval of values denoted by an ANE “about \( x \)” can therefore be formally defined as:

\[
I_x(x) = \left[ x - \frac{\text{Gran}_c(x)}{2}, x + \frac{\text{Gran}_c(x)}{2} \right]
\]

For instance, \( I_{10}(400) = [350, 450] \) and \( I_{430}(400) = [425, 435] \). As a consequence, according to this scale-based approach, the width of the interval corresponding to an ANE is equal to the coarsest granularity level the ANE belongs to.

This approach has the advantage of taking into account the granularity of the ANE through a set of scales. However, it does not address the issue of the position of the expression in the granularity level: all ANEs at the same granularity level result in the same interval width. Yet, one may expect that the interval of “about 100”, for instance, would be narrower than the interval of “about 800”.

Moreover, the scale-based models are theoretical models that have, to the best of our knowledge, not been empirically validated. On the opposite, other works address the ANE interpretation issue by collecting real data from human beings.

**Magnitude, granularity, fiveness: an empirical approach**

To the best of our knowledge, [8] are the only authors who have proposed to collect empirical data to quantitatively define the imprecision conveyed by approximators. In their study, participants were asked to give the endpoint values of the intervals corresponding to different numerical expressions including approximators, such as: “Greece enjoys more than 250 days of sunshine a year” or “Bats make up about 20% of all classified mammal species globally”.

The aim of the authors was to test the relevance of several ANE dimensions as predictors of the width of intervals through linear regression analyses. Beyond a granularity related dimension, called here roundness, the authors introduced two other arithmetical dimensions: the order of magnitude and the fiveness. The roundness \( R(x) \) is defined as the decimal position of the last significant digit (e.g.,
\( R(13) = 1 \) and \( R(130) = 2 \) and is related to granularity: 
\[ R(x) = \log_{10}(\text{Gran}_c(x)) \).

The order of magnitude \( z(x) \) is related to the actual value of the ANE reference number \( x \): 
\[ z(x) = \log_{10}(x) \].

The five\(n\)ess depends on the last significant digit. More precisely, it equals 1 if the last significant digit is 5 (e.g., 150), it equals 0 otherwise (e.g., 140).

After defining these three arithmetical dimensions the authors found that their combination is a good predictor of the width of intervals corresponding to ANEs.

Beyond the identification of these three dimensions as factors involved in ANE interpretation, the authors have shown that they are involved in a logarithmic scale: the roundness and the order of magnitude are logarithms of granularity and value of the reference number. This result is congruent with the way the human cognitive system processes numbers and quantities. However, the relevance of using a logarithmic scale, compared to the linear one, remains to be tested.

Moreover, from a methodological point of view, although [8] controlled the type of unit related to ANEs (discrete, length, time, etc.), the questionnaire mixed several semantic contexts, which may result in different intervals for the same reference number [19]. Consequently, a study whose aim is to identify arithmetical dimensions involved in ANE interpretation should use uncontextualized ANEs, or at least a controlled context, as material for the participants.

From the examination of these two existing models it appears that the granularity (related to roundness in [8]), the magnitude and the value of the last significant digit of the ANEs are key factors in their interpretation. Nevertheless, the arithmetical dimensions these models are based on are not formalized in the same way, and their relevance with regards to the numerical cognition in human beings remains to be demonstrated.

Finally, it is noteworthy that both models implicitly consider the intervals corresponding to ANEs as symmetric, i.e., centered around the ANE reference number (e.g., \( I(100) = [95, 105] \)).

To the best of our knowledge, this assumption has never been empirically validated and can therefore be questioned.

**Cognitive representation of numbers and quantities**

As ANEs involve numbers, it seems relevant to anchor the discussion of the interpretation factors on a cognitive ground and more specifically on the way the human cognitive system encodes and represents numbers and quantities.

Two different subsystems are involved in number cognition [4, 5]. The first one, called the Approximate Number System, relies on approximate, non-symbolic representations. The numbers are ordinally represented on a logarithmically compressed mental line, where quantities are encoded according to the Weber-Fechner law [4]: two quantities \( x_1 \) and \( x_2 \) can be distinguished if their absolute difference is greater than a fraction \( c \) of the largest of both, formally:

\[ \frac{|x_1 - x_2|}{\max(x_1, x_2)} > c \]

This indistinguishability between close quantities results in imprecision when estimating quantities. For instance, in estimating, without counting, the number of dots in an array, one cannot distinguish between the quantities 98 and 101. On the other hand, the Approximate Number System would be abstract, independent from the modality [1, 3]. Its role is to encode the magnitude, regardless of the considered dimension or the evaluated physical characteristic: number, space, time, brightness, pitch, etc.

The second cognitive subsystem is exact and symbolic [4, 9]. Based on language, and unlike the Approximate Number System, its representations do not suffer from imprecision. It is involved in the knowledge and the processing of arithmetical facts. In this system, some numbers are considered as more salient than others. Indeed, it has been shown that some numbers are more frequently expressed than others [6, 11]. For instance, analyses of corpuses of newspapers reveal that round numbers occur more frequently than non-round numbers. Similarly, numbers whose last significant digit is 5 or, to a lower extent, 2 are more frequent.

As a whole, these findings from the studies of numerical cognition lead us to consider a priori three arithmetical dimensions that should be taken into consideration to properly account for the way people interpret ANEs.

Firstly, as symbolic numerical expressions, ANEs involve the exact number system to interpret them, leading to consider the ANE interpretation issue as a formal problem as in the case of the scale-based approach [13, 20, 22]. Following this rationale, granularity and the value of the last significant digit emerge as two relevant dimensions to be considered. Secondly, because ANEs are real world estimations of quantities, they should rely on the Approximate Number System to represent them. From this perspective, interpreting an ANE consists in estimating the imprecision implied by its representation, which only depends on the magnitude of the reference number.

Hence, based on the ANE interpretation approaches described previously, and on the insights provided by the findings from the numerical cognition studies, our contribution pursues the following two objectives:

1. to formally define the arithmetical dimensions on which the human processing of ANEs interpretation relies, that is to obtain the range of values denoted by “about \( x \)”;
2. to validate by the means of an empirical study (a) the involvement of these dimensions in the human interpretation of ANEs; (b) the relevance of simultaneously considering these dimensions in a logarithmic scale; (c) to
test the implicit assumption of symmetry of the intervals corresponding to ANEs.

<table>
<thead>
<tr>
<th>Dimension</th>
<th>Formal definition</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Magnitude</td>
<td>$x$</td>
<td>7650</td>
</tr>
<tr>
<td>Granularity</td>
<td>$\text{Gran}(x) = 10^{i'}$ where $i' = \min { i \mid a_i \neq 0 }$</td>
<td>10</td>
</tr>
<tr>
<td>Last significant digit</td>
<td>$\text{LSD}(x) = a_{i'}$</td>
<td>5</td>
</tr>
</tbody>
</table>

Table 1. Dimensions of a positive integer $x = \sum_{i=0}^{q} a_i \cdot 10^i$, illustrated in the case of $x = 7650$ in the last column.

**FORMAL DEFINITIONS OF ANE DIMENSIONS**

The ANEs considered in this study are of the form “about $x$”, where $x \in N^+$. The corresponding intervals, i.e., the range of values denoted by “about $x$”, are noted $I(x) = [x - \Delta^-(x), x - \Delta^+(x)]$. In the decimal system, $x$ can be written as $x = \sum_{i=0}^{q} a_i \cdot 10^i$, with $a_i \in [0, 9]$.

Now that we have laid the basic formal definitions of the ANE reference number and the corresponding interval in the decimal system, we can go further with our proposal of a formal definition of three arithmetical dimensions that according to us characterize an ANE (Table 1).

The aim of this section is to systematize the different dimensions proposed in the literature to reach a coherent and meaningful set of three dimensions likely to account for ANE interpretation.

**Magnitude** is defined as the actual value of $x$. It is meant to take into account the way quantities are encoded in the cognitive Approximate Number System. It is logarithmically related to the order of magnitude proposed by [8]: $x = 10^{\text{f}(x)}$.

**Granularity** $\text{Gran}(x)$ is defined as the order of magnitude at which the last significant digit of $x$ occurs in the decimal system. This definition of granularity is related to the one proposed by [21] in the scale-based approach, $\text{Gran}_c(x)$. Indeed, $\text{Gran}(x) = \text{Gran}_c(x)$ when the selected scale-system is the decimal one. The granularity is also logarithmically related to the roundness proposed by [8]: $\text{Gran}(x) = 10^{\text{r}(x)}$.

The **value of last significant digit** $\text{LSD}(x)$ is more general than the *fiveness* proposed by [8] since the authors consider 5 as a special case of last significant digit, compared to the others, while we propose to consider all values of the last significant digit as distinct cases.

**THE STUDY**

According to our rationale and aims, three main hypotheses are formulated:

**H1** – The magnitude, the granularity and the value of the last significant digit are the key factors in ANE interpretation. We should therefore observe the separate involvement of these three dimensions according to the three following hypothesized assessments:

**H1.1 – Magnitude**: [8] have shown that the magnitude of the ANE is a good predictor of its corresponding interval width. Thus, we predict that at constant granularity and last significant digit, different magnitudes result in different distances $\Delta(x)$ of the interval endpoints to the ANE reference number. More specifically, the higher the magnitude, the higher the distance, formally: if $x > y$, $\text{Gran}(x) = \text{Gran}(y)$ and $\text{LSD}(x) = \text{LSD}(y)$, then $\Delta(x) > \Delta(y)$. For instance, $8150 > 50$; $\text{Gran}(8150) = \text{Gran}(50) = 10$; $\text{LSD}(8150) = \text{LSD}(50) = 5$, therefore $\Delta(8150) > \Delta(50)$.

**H1.2 – Granularity**: both models from the literature [8, 13, 20, 22] suggest that granularity is the most influential factor in ANE interpretation. More specifically, according to the scale-based model [13, 20, 22], the coarser the granularity, the wider the corresponding interval. We therefore predict to observe an effect of granularity on the intervals corresponding to ANEs: at constant value of the last significant digit, different granularities of ANE result in different distances $\Delta(x)$ of interval endpoints to the ANE reference number. More specifically, the higher the granularity, the higher the distance, formally: if $\text{Gran}(x) > \text{Gran}(y)$ and $\text{LSD}(x) = \text{LSD}(y)$ then $\Delta(x) > \Delta(y)$. For instance, $\text{Gran}(5000) = 1000$; $\text{Gran}(500) = 100$; $\text{LSD}(5000) = \text{LSD}(500) = 5$, therefore $\Delta(5000) > \Delta(500)$.

**H1.3 – Last significant digit**: despite the fact that this dimension is not taken into account in scale-based models, the way the human cognitive system represents numbers suggests that, at the same level of granularity, a different last significant digit should lead to different distances $\Delta(x)$ of interval endpoints to the ANE reference number. More specifically, the higher the last significant digit, the higher the distance, formally: if $\text{LSD}(x) > \text{LSD}(y)$ and $\text{Gran}(x) = \text{Gran}(y)$, then $\Delta(x) > \Delta(y)$. For instance, $\text{LSD}(80) = 8$; $\text{LSD}(50) = 5$; $\text{Gran}(80) = \text{Gran}(50) = 10$, thus $\Delta(80) > \Delta(50)$.

**H2** – Relevance of a three-dimensional logarithmic scale account of ANE interpretation.

**H2.1 – Relevance of a three-dimensional model**: a model that takes into account the magnitude, the granularity and the last significant digit (MGLSD) should better account for the observed intervals than the two models based on the dimensions proposed in the literature.

**H2.2 – Relevance of the logarithmic scale**: as suggested by the work of [8], the relationship between the values of the intervals endpoints and the ANEs dimensions occurs in a logarithmic scale. Therefore, models in logarithmic scale should better account for the observed intervals than the ones in linear scale.
H3 – Interval Symmetry: according to the scale-based models [13, 20, 22], intervals are centered around the ANEs values. This leads us to hypothesize the symmetry of intervals, that is the left endpoint of an interval should be at the same distance from the ANE reference number than the right endpoint, formally: \( \Delta^-(x) = \Delta^+(x) \). For instance, \( I(100) = [100 - 10, 100 + 10] = [90, 110] \).

Methods
Population
One hundred and forty six adults volunteered to take part in this study: 102 women and 44 men aged 20 to 70 (M = 38.6; \( \sigma = 14.2 \)). All were recruited through an announcement, diffused on a mailing-list, and all were native French speakers.

Material and procedure
An online questionnaire was designed to collect intervals corresponding to the 24 ANEs listed in Table 2. Reference numbers of ANEs were selected to cover different combinations of dimensions to test the hypotheses: several magnitudes at constant granularity and last significant digit\(^1\); several granularities at constant last significant digit\(^2\); several last significant digits at constant granularity\(^3\).

ANEs never were semantically contextualized, no cues were given to participants as to what was measured or counted. It may be that participants supplied their own context to the provided ANEs. However, it is reasonable to think that the context they supplied was the same across the experiment, such that one can detect the differences from one ANE to another. When the differences observed between ANEs are similar across participants, they should suggest a factor specific to the ANE reference number, independent from the context, such as the proposed arithmetical dimensions of ANEs.

The instructions, given in French to the participants, can be translated as “In your opinion, what are the MINIMUM and MAXIMUM values associated with about \( x \)?”. The order of the ANEs was randomly set for each participant. Participants gave the left and right endpoints of an interval as one answer, by typing the values in the devoted space.

Once the participants finished providing the ANE endpoints, they were asked two questions meant to control inter-individual variability with respect to: (i) the use of mathematics and (ii) the subjective level of mental arithmetic. These two questions are meant to check whether a daily use of mathematics may affect ANE interpretation.

<table>
<thead>
<tr>
<th>( x )</th>
<th>( \text{Gran}(x) )</th>
<th>( \text{LSD}(x) )</th>
<th>( \text{Average endpoints} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>10</td>
<td>2</td>
<td>[16.2, 24.5]</td>
</tr>
<tr>
<td>30</td>
<td>10</td>
<td>3</td>
<td>[24.5, 43.5]</td>
</tr>
<tr>
<td>40</td>
<td>10</td>
<td>4</td>
<td>[34.0, 44.8]</td>
</tr>
<tr>
<td>50</td>
<td>10</td>
<td>5</td>
<td>[40.9, 59.1]</td>
</tr>
<tr>
<td>80</td>
<td>10</td>
<td>8</td>
<td>[71.0, 87.6]</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
<td>1</td>
<td>[86.7, 113.4]</td>
</tr>
<tr>
<td>110</td>
<td>10</td>
<td>1</td>
<td>[102.3, 123.0]</td>
</tr>
<tr>
<td>150</td>
<td>10</td>
<td>5</td>
<td>[131.5, 167.3]</td>
</tr>
<tr>
<td>200</td>
<td>100</td>
<td>2</td>
<td>[171.8, 232.9]</td>
</tr>
<tr>
<td>400</td>
<td>100</td>
<td>4</td>
<td>[357.8, 439.1]</td>
</tr>
<tr>
<td>440</td>
<td>10</td>
<td>4</td>
<td>[419.4, 457.4]</td>
</tr>
<tr>
<td>500</td>
<td>100</td>
<td>5</td>
<td>[458.6, 541.1]</td>
</tr>
<tr>
<td>560</td>
<td>10</td>
<td>6</td>
<td>[540.6, 577.2]</td>
</tr>
<tr>
<td>600</td>
<td>100</td>
<td>6</td>
<td>[552.7, 649.0]</td>
</tr>
<tr>
<td>800</td>
<td>100</td>
<td>8</td>
<td>[733.1, 858.5]</td>
</tr>
<tr>
<td>1000</td>
<td>1000</td>
<td>1</td>
<td>[878.0, 1131.4]</td>
</tr>
<tr>
<td>1100</td>
<td>100</td>
<td>1</td>
<td>[1038.4, 1168.0]</td>
</tr>
<tr>
<td>1500</td>
<td>100</td>
<td>5</td>
<td>[1351.9, 1643.7]</td>
</tr>
<tr>
<td>2000</td>
<td>1000</td>
<td>2</td>
<td>[1774.3, 2266.6]</td>
</tr>
<tr>
<td>4700</td>
<td>100</td>
<td>7</td>
<td>[4543.7, 4826.9]</td>
</tr>
<tr>
<td>4730</td>
<td>10</td>
<td>3</td>
<td>[4632.1, 4794.2]</td>
</tr>
<tr>
<td>6000</td>
<td>1000</td>
<td>6</td>
<td>[5574.8, 6589.8]</td>
</tr>
<tr>
<td>8000</td>
<td>1000</td>
<td>8</td>
<td>[7423.8, 8514.8]</td>
</tr>
<tr>
<td>8150</td>
<td>10</td>
<td>5</td>
<td>[8021.4, 8301.7]</td>
</tr>
</tbody>
</table>

Table 2. Reference number of ANEs used in the questionnaire and their dimensions: magnitude (\( x \)), granularity (Gran) and last significant digit (LSD). The last column presents the intervals formed by the average values of the left and right endpoints given by the participants.

Data cleaning
The answer, corresponding to the interval of ANE “about \( x \)”, of participant \( p \) is noted \( I_p(x) = [L_p(x), R_p(x)] \). These answers were transformed so as to get two absolute distances \( \Delta_p^e(x) \) between the reference number \( x \) and the endpoint \( e \in \{-, +\} \) of the interval: \( \Delta_p^e(x) = |L_p(x) - x| \). Consequently, \( I_p(x) = [x - \Delta_p^+(x), x + \Delta_p^-(x)] \) and \( |I_p(x)| = \Delta_p^+(x) + \Delta_p^-(x) \). The analyses reported below are based on the absolute distances as the only dependent variable. This variable is more relevant than the interval

---

1 40/440; 100/1100; 500/1500; 30/4730; 50/150/8150
2 20/200/2000; 40/440; 50/500; 600/6000; 80/800/8000
width, since it allows to compare them together, without losing the symmetry information. Indeed, two widths may be equal although the values of the endpoints are different (e.g., \([95, 110]\) = \([90, 105]\)).

In order to exclude outlier pairs from the set, data were processed according to the following three-step procedure:

**Step 1:** We considered an answer as an outlier if: (i) the right endpoint was below the reference number or the left endpoint was above it, formally: \(l^+_p(x) < x\) or \(l^-_p(x) > x\) (e.g., \(l(800) = [700, 750]\) or \(l(800) = [810, 850]\)); or (ii) one endpoint value was greater than ten times or less than one tenth the reference number of the ANE, formally \(l^+_p(x) > 10 \cdot x\) or \(l^-_p(x) < \frac{x}{10}\) (e.g., \(l(100) = [9, 1101]\)).

**Step 2:** Mean and standard deviation were computed for the remaining values of each endpoint of each ANE. Any endpoint beyond three standard deviations of the mean was considered as outliers.

**Step 3:** Participants with at least 70% missing values or outliers were considered as untrustworthy, and all their answers were excluded.

From 3504 intervals in the original corpus, 3177 (91%) were included in the analyses. 10 participants were excluded from the study.

**Statistical analyses**

Four types of analyses were performed, depending on the considered hypothesis.

**H1 – Magnitude, granularity and last significant digit**

To test the hypothesis of an effect of magnitude, granularity and the last significant digit, we compared the distribution of distances \(\Delta(x)\) from the endpoint values to the reference number between each ANE (e.g., “about 20” vs. “about 30”). Since all these distributions are not normal, comparisons between two ANEs were performed using the Wilcoxon signed rank test, designed for paired samples. When comparisons involved three or more ANEs, a Friedman test was used. In case of significant effect, post-hoc analyses, not reported here for space reasons, were done using Nemenyi test for pairwise multiple comparisons.

**H2 – Three-dimensional model in logarithmic scale**

To compare the two models from the literature (the scale-based approach [13, 20, 22] and the empirical approach [8]) to the three-dimensional account of ANE interpretation we propose (MGLSD), we used Bayesian analyses. As in [8], the models linearly combine dimensions of ANEs.

The scale-based approach is solely based on granularity \(\text{Gran}(x)\), the model therefore takes the form:
\[
\Delta(x) = \alpha_1 \cdot \text{Gran}(x) + \alpha_2
\]

The empirical model [8] is based on a combination of magnitude, granularity and *fiveness* \((x)\), formally:
\[
\Delta(x) = \beta_1 \cdot x + \beta_2 \cdot \text{Gran}(x) + \beta_3 \cdot f(x) + \beta_4
\]

Finally, the three-dimensional approach we propose (MGLSD) considers the magnitude, the granularity and the last significant digit of the ANEs, formally:
\[
\Delta(x) = \gamma_1 \cdot x + \gamma_2 \cdot \text{Gran}(x) + \gamma_3 \cdot \text{LSD}(x) + \gamma_4
\]

For each model, the Bayes factor resulting of the comparison to the absence of relationship is reported.

To test hypothesis H2.2, predicting a better account of the observed intervals in a logarithmic scale, a second iteration of this process, using the logarithms of the variables, was performed. In this case the models respectively are:

- **Scale-based approach:**
  \[
  \log_{10}(\Delta(x)) = \alpha_1 \cdot \log_{10}(\text{Gran}(x)) + \alpha_2
  \]

- **Empirical approach:**
  \[
  \log_{10}(\Delta(x)) = \beta_1 \cdot \log_{10}(x) + \beta_2 \cdot \log_{10}(\text{Gran}(x)) + \beta_3 \cdot f(x) + \beta_4
  \]

- **Our proposed MGLSD:**
  \[
  \log_{10}(\Delta(x)) = \gamma_1 \cdot \log_{10}(x) + \gamma_2 \cdot \log_{10}(\text{Gran}(x)) + \gamma_3 \cdot \log_{10}(\text{LSD}(x)) + \gamma_4
  \]

**H3 – Interval symmetry**

To test the symmetry hypothesis, we propose not to use standard Wilcoxon signed rank test. Indeed, this test appears significant when the mean difference of ranks between the distributions of endpoints is different from zero. Therefore, it is not adapted to detect mere differences between endpoints if there is no clear trend in these differences. To overcome this issue, we propose to evaluate the equality between two series of endpoints by counting the number of endpoints which are equal, with an allowed relative error of 10%, formalized as:
\[
\text{Eq}(x_1, x_2, e) = \frac{1}{p(x_1, x_2)} \cdot \left\{ p \in P(x_1, x_2) \left| \frac{|\Delta^p(x_1) - \Delta^p(x_2)|}{\min(\Delta^p(x_1), \Delta^p(x_2))} < 0.1 \right. \right\}
\]

where \(x_1\) and \(x_2\) are the reference numbers of the considered ANEs, i.e., the independent variable, \(e\) the endpoint to be compared, and \(P(x_1, x_2)\) the set of participants whose endpoints are not outliers for \(x_1\) nor for \(x_2\).

**Control: Arithmetical skills**

The last items of the questionnaire are meant to assess whether participants regularly use mathematics and have good mental arithmetic skills, to ensure that these interindividual variables do not affect the ANE interpretation. The effect of a daily use of mathematics was tested using Wilcoxon rank-sum tests. We compared the values given by the participants as endpoints of each ANE separately to investigate the difference between intervals given by mathematical users and non-mathematical users.
Similarly, we tested the effect of the subjective level in mental arithmetic on intervals using Wilcoxon rank-sum tests. To do so, in a first step, two groups were created, according to the reported level in mental arithmetic: participants who reported a score from 1 to 3 included were assigned to the low-level group; the high-level group consists in participants with a score of 4 or 5. The significance threshold was set for all analyses at \( p = .01 \).

**RESULTS**

In order to illustrate the obtained results, the right column of Table 2 presents the average left and right endpoints given by the participants. They are provided to give an indication of the interval widths. Please note that they are note representative of a typical answer.

**Control of the mental arithmetic skills**

From the 136 participants included in the analyses, 66 reported using regularly mathematics while 70 reported not using it. No significant difference was found for any endpoint of any ANE according to the two groups (\( W \) ranging from 1867.5 to 2414.5; \( p = \) N.S.).

78 participants were included in the low-level group of mental arithmetic and 58 in the high-level group. The analyses revealed no significant difference between the two mental arithmetic groups on any endpoint of any ANE (\( W \) ranging from 1767.5 to 2614; \( p = \) N.S.).

A daily use of mathematics or a subjective high level of mental arithmetic therefore seems to have no effect on the interpretation of semantically uncontextualized ANEs.

**Magnitude, granularity and last significant digit (H1)**

**Effect of magnitude**

To test the hypothesis of an effect of magnitude, we compared four pairs and a trio of ANEs with different magnitudes and constant granularity and last significant digit. Statistical analyses showed significant differences in the four comparisons of couples and in the trio (Table 3). The post-hoc analyses performed on the trio revealed significant differences in all combinations.

These results support the effect of magnitude: at constant granularity and last significant digit, ANEs with different magnitudes lead to different interval widths. More specifically, a larger magnitude results in a larger interval.

**Effect of granularity**

In order to test the effect of granularity, ANEs whose granularities are different, and with the same last significant digit, were compared (Table 4): four couples and two trios. Results show significant differences in all comparisons. Moreover, post-hoc analyses performed for the two trios revealed that, in both cases, all levels of granularity differ from each other. Therefore, these results tend to support the effect of granularity on ANEs intervals. More specifically, they show that higher granularity levels lead to wider intervals of denoted values.

<table>
<thead>
<tr>
<th>Comparisons</th>
<th>Test ((V: \text{Wilcoxon}; \chi^2: \text{Friedman}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>40/440</td>
<td>( V = 115.5; p &lt; .01 )</td>
</tr>
<tr>
<td>100/1100</td>
<td>( V = 87; p &lt; .01 )</td>
</tr>
<tr>
<td>500/1500</td>
<td>( V = 237.5; p &lt; .01 )</td>
</tr>
<tr>
<td>30/4730</td>
<td>( V = 325; p &lt; .01 )</td>
</tr>
<tr>
<td>50/150/8150</td>
<td>( \chi^2 = 297.8; p &lt; .01 )</td>
</tr>
</tbody>
</table>

Table 3. Effect of magnitude: results of comparisons between ANEs of same granularity and last significant digit but different magnitudes.

<table>
<thead>
<tr>
<th>Comparisons</th>
<th>Test ((V: \text{Wilcoxon}; \chi^2: \text{Friedman}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>40/400</td>
<td>( V = 92; p &lt; .01 )</td>
</tr>
<tr>
<td>50/500</td>
<td>( V = 252.5; p &lt; .01 )</td>
</tr>
<tr>
<td>100/1000</td>
<td>( V = 265.5; p &lt; .01 )</td>
</tr>
<tr>
<td>600/6000</td>
<td>( V = 62; p &lt; .01 )</td>
</tr>
<tr>
<td>20/200/2000</td>
<td>( \chi^2 = 388.5; p &lt; .01 )</td>
</tr>
<tr>
<td>80/800/8000</td>
<td>( \chi^2 = 407.7; p &lt; .01 )</td>
</tr>
</tbody>
</table>

Table 4. Effect of granularity: results of comparisons between ANEs with same last significant digit but different granularities.

<table>
<thead>
<tr>
<th>Granularity level</th>
<th>Friedman test</th>
</tr>
</thead>
<tbody>
<tr>
<td>20/30/40/50/80</td>
<td>( \chi^2 = 275.6; p &lt; .01 )</td>
</tr>
<tr>
<td>100/200/400/500/600/800</td>
<td>( \chi^2 = 542.5; p &lt; .01 )</td>
</tr>
<tr>
<td>1000/2000/6000/8000</td>
<td>( \chi^2 = 373.2; p &lt; .01 )</td>
</tr>
</tbody>
</table>

Table 5. Effect of the last significant digit: results of comparisons between ANEs of same granularity but different last significant digit values.

**Effect of last significant digit**

ANEs whose last significant digit differ and granularities are constant were compared to test the hypothesis of an effect of the last significant digit value on interval endpoints: tens, hundreds and thousands (Table 5).

The Friedman tests show a significant effect of the last significant digit at each granularity level (Table 5). However, post-hoc analyses revealed threshold effects, especially in hundreds and thousands. Indeed, one can notice that the interval widths corresponding to \( x = 500 \), \( x = 600 \) and \( x = 800 \) do not significantly differ from one another, nor the interval widths corresponding to 50 and 80. Similarly, the distances of the endpoints of 6000 and 8000 from the reference numbers are not significantly different.

These results seem ambiguous. On one hand, the Friedman tests revealed an effect of the last significant digit. On the other hand, while post-hoc analyses revealed significant
differences in most of the comparison, they also suggest a threshold effect: distances between endpoints and ANE reference numbers do not increase between 500 and 800 or between 6000 and 8000.

<table>
<thead>
<tr>
<th>Model</th>
<th>Linear scale</th>
<th>Logarithmic scale</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scale-based</td>
<td>1.63 \times 10^{238}</td>
<td>9.60 \times 10^{233}</td>
</tr>
<tr>
<td>Regression</td>
<td>1.16 \times 10^{319}</td>
<td>6.20 \times 10^{445}</td>
</tr>
<tr>
<td>MGLSD</td>
<td>1.40 \times 10^{329}</td>
<td>4.52 \times 10^{446}</td>
</tr>
</tbody>
</table>

Table 6: Bayes factors obtained by Bayesian analyses of models, in linear and logarithmic scale.

Three-dimensional model in logarithmic scale (H2)

Table 6 presents the Bayes factors obtained when comparing the three models (scale-based, regression and our three-dimensional proposition, MGLSD), either in linear or logarithmic scale.

The results show that all three models better account for the collected intervals when they are in a logarithmic scale.

As revealed by the models comparison, the three-dimensional model MGLSD we propose better accounts for the collected intervals. This observation is valid both in linear and logarithmic scales, supporting the ANEs dimensions we propose. However, in logarithmic scale, MGLSD slightly better fits the data than the regression model (Bayes factor 7.28 times the one of the regression model). The scale-based model, based on granularity only, shows the weakest Bayes factor.

Taken together, these results support our second hypothesis. Magnitude, granularity and the last significant digit of ANEs are involved in their interpretation. A model that takes into account these three dimensions better fits the collected intervals corresponding to ANEs. Moreover, as revealed by the analyses, interpretation models should consider them in a logarithmic rather than in a linear scale.

Interval symmetry (H3)

The scale-based model implies that intervals are centered around ANE reference numbers. We tested using the equality criteria defined above whether this assumption holds on the collected data. On the whole dataset, 78.7% of the intervals are symmetric. This score ranges from 50.7% (4730) to 89.6% (1500). Low scores (< 70%) occur for ANEs with multiple significant digits and whose last is neither 1 nor 5: 440 (61.5%), 560 (67.7%), 4700 (65.7%) and 4730 (50.7%). A low score is also observed for 8150 (64.2%). Although its last significant digit is 5, the difference of order of magnitude between its granularity (10) and its magnitude may account for this low score.

These results suggest that the assumption of symmetry of the intervals does not hold for all ANEs. Indeed, multiple significant digits ANEs whose last significant digit is neither 1 nor 5 lead to less symmetric intervals.

DISCUSSION

Prior studies suggest that granularity and magnitude of ANEs are the two key factors of their interpretation [8, 13, 20, 22]. More specifically, the theoretical scale-based model of ANE interpretation [13, 20, 22] defines the granularity as the only dimension of ANE to be taken into account. Complementary, the empirical work of [8] suggests that the interval corresponding to an ANE is also affected by its magnitude and by its last significant digit, especially if it is 5. For instance, while the granularity of “about 50”, “about 150” and “about 8150” is equal, the intervals corresponding to these ANEs should be different. The way the human cognitive system encodes quantities led us to posit that considering the last significant digit of an ANE may also be a factor influencing the intervals.

In order to determine the dimensions of the ANEs that affect their corresponding intervals, we first proceeded to a systematisation and formal description of the dimensions likely to account of the processing of ANEs and then we carried an empirical study to collect intervals corresponding to uncontextualized ANEs in order to test the relevance of these dimensions.

We performed analyses to separately examine the effect of the three ANEs arithmetical dimensions we propose. We found that the interval corresponding to an ANE is influenced by the magnitude, the granularity and the last significant digit of its reference number. While the granularity is the common factor proposed in the literature [8, 13, 20, 22], the magnitude has only been highlighted by the empirical study of [8]. We have shown that at constant granularity and last significant digit, the interval of denoted values is wider when the magnitude of the ANE is higher (e.g., |I(8150)| > |I(150)| > |I(50)|). The effect of the magnitude on the width of the intervals may be due to the representation of the quantities in the cognitive Approximate Number System. Indeed, to be distinguished by this system, the difference between two quantities must increase linearly with the higher quantity [4]. Applied to ANEs, this principle implies that the range of the indistinguishable values, i.e., the imprecision, should increase with the ANE reference number [13]. Our results are consistent with this interpretation.

Based on the same principle, we predicted that the last significant digit influences the width of the intervals. More specifically, at the same granularity level, the interval corresponding to ANEs should be larger when the last significant digit is higher (e.g., |I(80)| > |I(50)| > |I(20)|). Comparing several ANEs at the same granularity levels (i.e., tens, hundreds and thousands), we found significant differences between ANEs whose last significant digits are different. However, the results suggest that the relationship between this dimension and the width of the intervals is not linear. Indeed, we observed that the width does not necessarily increase at each incrementation of the last significant digit (e.g., between 30 and 40, or between 400
and 500). These results also do not support the conclusion of [8] regarding the relevance of the \textit{fiveness} property as predictor of the interval width. According to the authors, ANEs whose last significant digit is 5 result in wider intervals than ANEs whose last significant digit is different. The analyses reveal no significant difference in the size of the intervals between 50 and 80, nor between 500 and 800. Moreover, results show that differences appear between different last significant digits at the same granularity level (e.g., ||l(600)|| > ||l(200)||). Thus, it seems that the case of 5 as last significant digit is not more specific than any other digit.

The Bayesian analyses we performed to test the fitting of the models with regards to the collected data show that, compared to the models from the literature, the one that we propose (MGLSD), that simultaneously takes into account the magnitude, the granularity and the last significant digit of ANEs, better accounts for the intervals. Moreover, all three models better fit the data that we collected when they are in a logarithmic scale. The involvement of such scale in ANE interpretation may be related to the way the human cognitive system represents numbers. Indeed, in the Approximate Number System, the quantities are encoded on a logarithmically compressed mental line [4].

The last hypothesis concerns the symmetry of the approximator \textit{“about”}. Indeed, models from the literature [8, 13, 20, 22] posit that the imprecision conveyed by an ANE \textit{“about x”} is equally distributed on the left and the right of its reference number, formally: $\Delta^+(x) = \Delta^-(x)$. This equality was tested on the collected data. Although the mean equality score of the whole dataset is high, five ANEs lead to lower scores: 440, 560, 4700, 4730 and 8150. These ANEs can be characterized by two properties: (i) their reference numbers have at least two significant digits; (ii) except for 8150, their last significant digit is neither 1 nor 5. From these two observations, we propose an explanation based on saliency: the saliency of a number can be defined as its ability to be activated in the human cognitive system, as revealed by the analyses of corpuses [6, 11]. These analyses show that round numbers are more salient than non-round numbers. Similarly, numbers whose last significant digit is 1, 2 or 5 are more salient. From this point of view, the numbers whose symmetry scores are low are close to salient numbers. For instance, 4730 is close to 4700 and 4750. As salient numbers tend to be more easily expressed, it may be that participants tend to be biased toward them. Moreover, since these salient endpoints are not necessarily at the same distance from the ANE reference number, the intervals are not symmetric. However, the experimental setup of this study does not allow us to determine if this bias is representational, on the number mental line, or at the language production level, because of the simplicity of their verbal expression [13].

Finally, the fact that participants tend to take into account the magnitude, the granularity and the value of the last significant digit may be interpreted as a compromise between the two numerical cognitive systems: the Approximate Number Systems deals with magnitudes while the exact, symbolic system may process the formal expression of the ANE reference number, and thus considers its granularity and last significant digit as the relevant properties in its interpretation.

CONCLUSION
The aim of this work was to provide guidelines to design interpretation models of Approximate Numerical Expressions to better fit user’s expectations when s/he expresses imprecise queries in natural language. More specifically, the goal was to determine the relevant arithmetical dimensions of the numerical part of uncontextualized ANEs for their interpretation. We have shown, by the means of an empirical study, that the magnitude, the granularity and the last significant digit of ANEs are the key factors when they are considered in a logarithmic scale. Interpretation models should therefore involve these three properties in a logarithmic scale.

Two limitations of this study are that: (1) in daily life, people may not consciously set endpoints to the denoted range of values but may rather interpret \textit{implicitly} ANEs, in terms of acceptable and unacceptable values; (2) ANEs are rarely uncontextualized in daily life. Future work should therefore address these issues by collecting data in an implicit way, for instance by asking participants if randomly generated values are denoted by an ANE and by studying the effects of different semantic and pragmatic contexts on ANE interpretation.

However, through this study we systemized and empirically validated the arithmetical dimensions of ANEs involved in their interpretation by human beings and we highlighted how to model them quantitatively by the means of intervals [17], fuzzy numbers [16] or as probability distributions.

The concrete outcome of our findings is their implementation, for instance, in database querying applications and expert systems aimed at automatically interpreting imprecise expressions and progressively adjusting to the user satisfaction. In the framework of the ReqFlex database flexible query system [21], our current work aims at designing an intelligent interface that models ANEs (i) without involving expert knowledge and (ii) to provide answers that fit the user’s expectation such that s/he does not need to refine his/her query many times.
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